
Abstract. Hidden Markov models were used to identify
recurrent short 3D structural building blocks (SSBBs)
describing protein backbones. Polypeptide chains were
broken down into successive short segments de®ned by
their inter-alpha-carbon distances. Fitting the model to a
database of nonredundant proteins identi®ed 12 distinct
SSBBs and described the preferred pathways by which
SSBBs were assembled to form the 3D structure of the
proteins. Protein backbones were labelled in terms of
these SSBBs. The observed SSBB preferences for frag-
ments located between regular secondary structures
suggested that they depended more on the following
regular structure than on the preceding one. Extraction
of repeated series of SSBBs between regular secondary
structures showed some structural speci®city within
di�erent connection types. These results con®rm that
SSBBs can be used as building blocks for analyzing
protein structures, and can yield new information on the
structures of the coils ¯anking secondary structures.
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1 Introduction

Protein conformation has long been the subject of
experimental and computational interest. The database
of known protein structures clearly indicates that
proteins use recurrent structural motifs at all levels of
organization [1]. This recurrence can be seen at the level
of secondary structure elements, of local three-dimen-

sional (3D) structures, and of protein domain topology.
Fragments of a single class, all with the same particular
secondary structure assignment, vary substantially in
their 3D structures [2]. Unger and Sussman [3] have
pointed out that a classi®cation into 3D building blocks
crosses the boundaries between traditional secondary
structure assignments. Building blocks, unlike secondary
structure elements, have a tertiary signi®cance, because
concatenating them in an overlapping manner produces
a 3D chain. Hence, rigorous and objective categorization
of these structural blocks may lead to a deeper
understanding of the modular architecture of proteins.

This paper sets out to identify recurrent short struc-
tural 3D building blocks (SSBBs) in a database of
polypeptide chains. To do this, polypeptide chains were
broken down into a series of protein backbone segments
four residues long. Each conformation segment is de-
scribed by a distance vector between nonsuccessive alpha
carbons (Ca). However, the conformations of protein
structures are not uniform; they are inherently ¯exible.
We therefore gave our model a stochastic form in order
to solve the associated problems of describing SSBBs,
the heterogeneity of their corresponding short segments,
and their global organization by quantifying their con-
nections. These goals are achieved by using hidden
Markov models (HMMs) [4]. HMMs have been suc-
cessfully used in molecular biology to distinguish coding
from noncoding regions of DNA [5], to model protein
families and domains [6, 7] and to generate multiple
alignments for them [8±10], to predict the secondary
structures of proteins from their amino acid sequences
[11, 12], and to identify protein folds [13].

First, HMMs were estimated in a representative
library of nonredundant known protein structures ex-
tracted from the Protein Data Bank (PDB) of Bernstein
et al. [14]. We identi®ed 12 di�erent SSBBs. We then
divided the protein backbones into series of SSBBs, and
all contiguous polypeptide chain fragments which con-
nected two consecutive regular secondary structures
were extracted. Lastly, we used an automated procedure
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to ®nd exact repeated contiguous backbone chain frag-
ments of de®ned length which formed words made up of
identical successions of SSBBs.

2 Methods

2.1 Description of the database

The proteins selected from the PDB met the following criteria: a
crystallographic resolution of less than 2.5 AÊ , and, only a limited
sequence homology (25% or less sequence identity) [15]. The in-
formation used was the set of atomic coordinates and secondary
structure assignments obtained from a prediction consensus [16]
that were merged into three categories ± helices, strands, and coils.
Because the structure of the HMMs was based on local dependence
of successive residues in each protein, all noncontiguous protein
chains were eliminated, resulting in a training database of 100
proteins for HMMs.

Polypeptide chains were broken down into a succession of
protein backbone segments four residues long. The conformation
of each segment can be displayed adequately with a four-dimen-
sional distance vector between nonsuccessive Ca, as illustrated in
Fig. 1. The vector yj associated with the jth four-residue segment of
the database comprises the three distances (d1(j), d2(j), d3(j)) be-
tween nonsuccessive Ca and d4(j), the orientation of the last residue
relative to the plane de®ned by the ®rst three Ca.

2.2 Structure of the HMM

A series of successive four-dimensional distance vectors y1, y2,...yN
describing the sequence of N four-residue segments was used as the
input data extracted from the database of 100 proteins. Each four-
residue segment was assigned to one of a limited number (R) of
the SSBBs identi®ed from the polypeptide chains. The interde-
pendence of the conformations of contiguous segments was taken
into account by using a Markov chain to model a ``hidden''
sequence of states that is the succession of underlying SSBBs.
HMMs of ®rst order presume that the SSBBs of the polypeptide
chains are related through state-transition probabilities, written as
p � (pii')1£i,i'£R, common to all the polypeptide chains. We,
however, speci®ed an already-started process speci®c to each
protein, i.e., a di�erent probability law P(X1 � i) that each
polypeptide chain would start in the ith SSBBs (1 £ i £ R). An
associated output function fi(y,hi), (1 £ i £ R) described the vari-
ability of the four-residue segments resulting from each state of the
Markov chain.

Unknown parameters of the HMM were estimated by ®nding
the best ®t to the observed y1, y2, yN [4]. We ®rst set R � 3, a
simple model, and then considered cases of increasing complexity
by increasing R. The Bayesian Information Criteria [17] based on
the likelihood, were used to select the number of states incorpo-
rated into the HMM. Given a set of y1, y2, yN and the HMM
parameter estimated from the database, the most likely underlying

sequence of SSBBs was determined using the Viterbi algorithm [18,
19] and used to infer a classi®cation of protein structural building
blocks for the proteins in the database.

2.3 Analysis of regular secondary structures connections

Once the SSBBs had been identi®ed, the protein sequences were
labeled with this new code. Each SSBB was assigned to the third
residue of the corresponding four-residue segment. We focused on
contiguous polypeptide chain fragments, X, which connected two
consecutive regular secondary structures. Each structural fragment
X excluded ¯anking residues that are regular secondary structures
and contained only some isolated residue assigned to be either an a-
helix or a b-strand. When the two residues preceding X were as-
signed to be either an a-helix or a b-strand, fragments X were
written as fragments aX or bX. When the two residues following X
were likewise assigned to be an a-helix or a b-strand, fragments X
were called fragments Xa or Xb. This classi®cation resulted in four
types of connecting fragments: fragments aa, ab, ba and bb.

The distribution of SSBBs into four connection types of dif-
ferent lengths was then explored. The Shannon entropy Hl was
computed to ®nd the equivalent number of SSBBs Neq (denoted by
eSSBBs) from

Hl � ÿ
X
1�i�R

fi;l � ln�fi;l� :

where R is the number of possible SSBBs and fi,l the proportion
of SSBB of category i involved for a ®xed length l. Then Neq � eHl

It was found out that Neq varied between 1 (only one block in-
volved) and R (all the blocks involved in this type of connecting
fragment of length l).

Exact patterns were then looked for by an exhaustive extraction
of repeated motifs in the four types of connecting fragments. This
program took as its input the SSBB assignment for each four-
residue segment and detected the series of SSBBs that occurred at
some frequency above a user-®xed value. Each repeated pattern
that was found was identi®ed by the fragment length of each pat-
tern (the number of SSBBs), and the number of occurrences of this
pattern in the particular type of connecting fragments.

3 Results

3.1 The SSBB categories

We identi®ed 12 distinct SSBBs by ®tting the HMMs to
19,017 experimental four-residue segments obtained
from the database of 100 polypeptide chains. Progres-
sively increasing the number of states from 3 to 12
signi®cantly improved the model, as tested by using
Bayesian Information Criteria. We were more interest-
ed in identifying a representative base of SSBBs,
associated with at least 3% of the database of four-
residue segments, than in identifying a detailed list of
SSBBs. We therefore limited the number of SSBBs to
12. The appropriateness of applying our results to a
general case was checked by ®tting the HMMs to two
nonoverlapping datasets of 50 di�erent polypeptide
chains. This identi®ed very similar SSBBs. The 12-state
HMM were labeled (a1, a2, a0±,a¢+, a¢, c1, c2, c3, b¢±,b¢+,
b2, b1).

Table 1 shows each of the 12 SSBBs with the means
of the four distances (in AÊ ) describing their associated
average four-residue-segment conformation; the pro-
portion of each SSBB; an index of similarity for each
SSBB, as estimated from the average root-mean-square
deviation (RMSD) of its associated four-residue seg-

Fig. 1. Four-residue segment as de®ned by the four distances
between nonsuccessive Ca
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ments; and their correspondence to the usual secondary
structures.

Di�erent SSBBs have relatively distinct average
conformations as shown by the 4 mean distances. Dis-
tances d1 and d3 correspond to the distances between
residues separated by one residue and have the smallest
variations for the various SSBBs. The value d2 describes
the extent of the average four-residue segment confor-
mation corresponding to each SSBB, and increases from
SSBB a1 to SSBB b1. The fourth distance, d4, indirectly
describes the volume of the four-residue segments and
also indicates their topological orientation. The volume
and the topological orientation distinguish between
similar average conformations (in terms of the ®rst three
distances) associated with SSBB a¢± versus SSBB a¢+,
and SSBB b¢+ versus SSBB b¢±. The RMSD of the 12-
state HMM are acceptable (average 0.43 AÊ ), and below
the standard threshold of 1 AÊ [2, 3].

Breaking down the conventional secondary structure
into SSBBs suggested that the 12 SSBBs form ®ve clus-
ters A, A¢, B, B¢, C. The SSBBs in cluster A contain the
largest fraction of residues classi®ed as a-helices (91.6%)
while those in cluster B are mostly b-strands (78.7%).
Concurrent with their helical form, the two SSBBs from
cluster A form the most compact structures, with a
positive orientation. In contrast, the two SSBBs from
cluster B correspond to more extended structures, b1

describes four-residue segments that are nearly ¯at while
those from b2 have a negative orientation. Clusters A¢
and B¢ contain residues classi®ed as both regular struc-
tures and coils, while the SSBBs in cluster C contain
residues mainly classi®ed as coils. The SSBBs in clusters
A¢, B¢ and C involve a limited number of four-residue
segments (about 4%), whereas those in clusters A and B
account for many more segments (about 38% in A and
24% in B).

The HMMs approach allows one to describe di�erent
degrees of variation within each SSBB and thus to
identify SSBBs that are well de®ned, with little variation,
such as those in clusters A (RMSD<0.2 AÊ ) and B
(RMSD<0.35 AÊ ), as well as others that are less precise,
particularly, those in cluster C.

3.2 Organization of the protein structure in terms
of the SSBB sequence

Our stochastic model is based on the local dependence of
structural conformations on the neighboring conforma-
tions. HMM produced a direct estimation of the transi-
tions between the identi®ed SSBBs and thereby quanti®ed
the paths bywhich these elementary blocks are connected.
Figure 2 illustrates this transition matrix between the
SSBBs and shows a limited number of connections
between SSBBs. Only some of the estimated transition
probabilities are greater than 10%, most are few.
Globally the only path between some clusters is one-
way, suggesting that the connections by which the blocks
form the protein structure are well organized. In partic-
ular, cluster A, which is clearly associated with the a-
helices, and cluster B, linked to the b-strands, have no
direct transitions and only a few possible pathways
between them. But there are many connections within
cluster A. There is an 84% probability that a protein
remains in SSBB a1 (average number of repeats: 6.3),while
SSBB a2 seems to be the preferred block by which
connections are made to other clusters. This suggests that
a1 forms the core of a-helices, while a2 describes their ends.
Cluster A¢ is the main path between cluster A and cluster
B¢. Cluster B¢ connects cluster B to other clusters. Cluster
B is the secondmost repeated cluster, withmany switches.
Cluster C is sometimes a gateway to cluster A, but goes

Table 1. The 12 short structured 3D building blocks (SSBBs)
identi®ed by hidden Markov models analysis of a database
containing 100 non redundant proteins, with the means of the
four distances [in AÊ ] of the corresponding average conformation of
four-residue segments, their fraction of occurrence in the database

(F, in %), the variation of each SSBB as estimated by the RMSD
of the four-residue segments, and the correspondence with the
usual secondary structures. The conventional secondary structure
was broken down into SSBBs, this suggested that the 12 SSBBs,
form ®ve clusters: A, A¢, B, B¢, C

12 Identi®ed SSBBs Corresponding four-residue segments

Mean values [AÊ ] F RMSD Distribution of secondary
structure in the third residue

Cluster SSBB d1 d2 d3 d4 [%] [AÊ ] a coil b

A a1 5.46 5.13 5.45 2.92 23.03 0.09 63.3 4.5
a2 5.48 5.42 5.52 3.00 14.86 0.20 28.3 11.6 0.8

A¢ a0 5.80 5.59 5.91 1.67 3.50 0.26 3.3 5 0.2
a0ÿ 5.57 7.40 5.65 )3.18 2.97 0.56 0.5 6 0.3
a0� 5.64 7.46 5.67 3.38 3.66 0.38 3.4 5.2 0.2

C c1 6.66 6.75 5.61 )0.28 3.00 0.59 0.5 5.9 0.2
c2 6.21 9.10 5.67 )0.20 4.28 0.38 7.6 3.1
c3 6.81 9.18 6.72 )0.61 3.80 0.84 6.7 3.8

B¢ b0� 5.70 8.26 6.74 1.60 11.44 0.73 0.7 19.5 10.2
b0ÿ 6.68 8.57 5.55 )2.54 5.62 0.33 10.5 2.4

B b2 6.74 9.41 6.46 )2.35 8.78 0.32 9.8 21.1
b1 6.65 10.11 6.74 )0.66 15.06 0.34 7.6 57.6
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Fig. 2. Transition matrix be-
tween short structural building
blocks (SSBBs) estimated by the
hidden Markov model (HMM).
Each probability of transition
from SSBB i to the 12 di�erent
SSBBs is colored according to
the SSBB category i

Fig. 3. Structure of the beta
amylase (1tml.pdb), a b-barrel
protein, colored according to its
assignment by the HMM,
showing the SSBB category of
the third residue in each four-
residue segment, a1 (white), b1
(yellow), b2 (orange). The ®gure
was generated using XmMol
[20]
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mainly to SSBB b¢±. Finally, cluster A¢ is found consis-
tently at the N-end of helices and B¢ at the C-end of
strands, while cluster C is typically found in regions
identi®ed as ``random coil''.

3.3 Protein backbones labeled in terms of SSBBs

All four-residue segments of the database were labeled in
terms of these 12 blocks, so that each protein chain
could be described as a succession of SSBBs. The
structure of a b-barrel protein (1tml.pdb) is shown in
Fig. 3, colored according to its assignment by this
model, that is, the SSBB category of the third residue
in each four-residue segment. The a-helices are classi®ed
as SSBB a1 (white), except for their extremities. Cluster
B also divided regular b-strands into SSBB b1 and b2

(yellow and orange). Coil regions or irregular strands
were broken up into di�erent successions of SSBBs.

3.4 Connecting fragments between secondary
structures and repeated patterns

The distribution of the di�erent types of connecting
fragments as a function of their length (i.e., number of
SSBBs) is illustrated in Fig. 4. In this database, the
connecting fragments between two b-strands (Xb) are
longer than the other connecting fragments (average
length: 9.1 SSBBs in 305 type bb connecting fragments
and 7.0 SSBBs in 251 type aa fragments, 6.9 SSBBs in
283 type ab fragments and 6.7 SSBBs in 277 type ba
fragments). The fragments followed by a b-strand are

longer (two fragments bb and one fragment ab con-
tained more than 60 SSBBs, while type Xa fragments
contain fewer than 45 SSBBs). We then focused on the
distribution of SSBBs in the four connection types for
di�erent lengths (the numbers of fragments in each
length are given in Fig. 4). The equivalent number of
SSBBs (denoted eSSBBs) in the various types of
connecting fragments was computed from the Shannon
entropy, as described above. Short connecting fragments
(with fewer than 3 SSBBs) use only a limited number of
SSBBs (value smaller than 4.5 eSSBBs), speci®c for the
structure of the subsequent regular secondary structure.
The equivalent number of SSBBs used for each length is
close to 7.9 eSSBBs, with the average value for type Xb
being slightly greater (8.3 � 2.0 eSSBBs for type ab and
8.1 � 1.9 eSSBBs for type bb versus 7.3 � 2.3 eSSBBs
for type ba and 7.8 � 1.7 eSSBBs for type aa). The
SSBBs structure of the connecting fragments is in¯u-
enced more by the structure of the following regular
secondary structure than by that of the preceding one
(cluster A before an a-helix and cluster B before a b-
strand), for all fragment lengths. Fragments broken
down into di�erent SSBBs show more similarity between
fragments with identical following structures (fragments
Xa, or fragments Xb) than between fragments with
identical preceding structures (fragments bX, or frag-
ments aX), see Fig. 5. More than 50% of the SSBBs in
the Xa fragments are mainly composed of SSBBs from
clusters B and B¢, in particular SSBB b¢±. Fragments bb
involve more SSBBs from clusters C and A¢, in
particular SSBB c3, while fragments ab involve more
SSBBs from cluster A and SSBB b¢+.

3.5 Extraction of repeated patterns

Finally, we examined a series of SSBBs to determine
whether the ``SSBB categories'' obtained by the HMM

Fig. 4. Normalized distribution of the number of fragments as a
function of their length (i.e., number of SSBBs) for the four types of
connecting fragment
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made sense in terms of the extraction of repeated series
of SSBBs, or patterns, in di�erent connecting fragments.
Table 2 shows some patterns in di�erent types of
connecting fragments. These patterns were repeated
more than twice, with a minimum length of 11 residues
(8 SSBBs) and a maximum of 17 residues. However,
these patterns were extracted using very restrictive
criteria. First, we only look for exact matches between
patterns, second, connecting fragment selection excluded
residues ¯anking regular secondary structures and
extracted only ``coil patterns''.

The patterns identi®ed are mainly repeated in di�er-
ent proteins, but there are also some repeats within the
same protein (8abp, for instance). Some proteins have
patterns in di�erent types of connections. And some
proteins have several patterns common to another pro-
tein: proteins 2cyp and 1lgA have similar patterns in
both aa and bb type of connections.

A few series of SSBBs or words (three or ®ve SSBBs
corresponding to six or eight residues) are present in
several patterns for di�erent types of connecting frag-
ments. For instance, the six patterns identi®ed in aa type
connections include four words that are repeated in
di�erent proteins, include a few SSBBs (a¢¢b+b2), and

two of them include longer series (a¢)b+b2b
)a2). The

last two patterns are found in a series of 14 SSBBs from
protein 1lgaA, whose ®rst part is shared by protein 1l18,
and whose second part is shared by protein 2cyp, with
two SSBBs in the two patterns. The ®ve patterns iden-
ti®ed in connecting fragments ab also show this phe-
nomenon, the ®rst two patterns involve a series of 13
SSBBs from protein 1mctA, whose ®rst part is the same
as that of protein 1omp and the second part is the same
as in protein 1lgaA with four SSBBs in the two patterns.
The last three patterns include the same word
(b+b2b

±a2a2b
+b1). This word is repeated three times in

protein 8abp and once in proteins 2acq and 2rslb. The bb
connecting fragments have 7 repeated patterns, 4 of
which include the word (b±a2b

+b2b
±). Again, two pat-

terns are present in a long series of SSBBs from protein
1rdh whose ®rst part is the same as in protein 1bfg, and
whose second part is identical to protein 1add. The last
pattern is noteworthy because it includes mainly SSBBs
from cluster C. In the last type of connecting fragment
ba, 11 patterns are found, several of them repeated in
protein 2aaiB. Six of them include small words
(a+b+b2), or (b

+b2b2), or the longest one (a
+b+b2b2b1).

Another word of this type ba is (b1b
±b+b1).

Finally, these results suggest that there are short se-
ries of SSBBs speci®c for di�erent types of connecting
fragments and show that there are relatively long series
of SSBBs (11±14 SSBBs corresponding to 14±17 resi-

Fig. 5. Cumulative distribution of the 12 SSBBs [%] in the four
types of connecting fragments, aa, ab, ba, bb, versus the length of
these fragments

38



dues) in proteins whose di�erent parts are shared by
other proteins.

4 Discussion and conclusion

HMM analysis identi®ed 12 distinct structural blocks
with di�erent roles without any a priori knowledge of
the secondary structure. It is thus possible to identify the
blocks corresponding to classic regular secondary struc-
tures and coils, and also to subdivide the a- and b-
bounding regions. The HMMs approach therefore
provides a more robust description of protein confor-
mation than do algorithms based on prede®ned tem-
plates [21±24] or usual clustering approaches [2, 25±28].
The HMMs also automatically quantify the connections
between the SSBBs and thus describes the preferred
pathways by which blocks are assembled to form the 3D
structure of a protein. Four types of coil fragments (aa,
ab, bb, ba) between regular secondary structures were
obtained from proteins and labeled in terms of SSBBs.
The observed SSBB preferences for these connecting
fragments suggest that they depend more on the regular
secondary structure of the subsequent fragment than on

that of the preceding one. The patterns formed by series
of SSBBs repeated more than twice were extracted from
di�erent types of connecting fragments. Longer patterns,
containing at least 11 residues (8 SSBBs) and less than 17
residues (14 SSBBs) were found. However, these pat-
terns were extracted using an exact match between
words, which is very restrictive. Hence, the only
structural diversity of patterns came from the di�erences
in SSBBs. The connecting fragments also do not contain
any residues that ¯ank regular secondary structures,
unlike those of Ref. [28]. This de®nition results in the
extraction of purely coil patterns and limits the number
of residues in patterns. The extracted patterns suggest
that the types of connecting fragments have a structural
speci®city and show that there are series of SSBBs in one
protein whose di�erent parts are identical to those of
other proteins. These results con®rm that SSBBs can be
used as building blocks for analyzing protein structures.

Rackovsky [29, 30] demonstrated the existence of a
local inverse protein folding code in proteins from four
Ca structural fragments obtained in a sample of 114
protein structures. This suggests that it would be inter-
esting to investigate the sequence speci®city of SSBBs or
series of SSBBs by studying the inverse protein folding

Table 2. Patterns identi®ed in the database of nonhomologous
proteins. The descriptors are: type of connecting fragments, length
of the pattern (L), full SSBB series, number of repeats (Nb) and the
protein PDB codes, followed by the position of the ®rst residue in
the PDB entry. These patterns include more than 8 SSBBs (L ³ 8)

and are repeated more than twice (Nb ³ 2). Short series of SSBBs or
words, speci®c to di�erent types of connection are indicated in
italics. Proteins with a long series of SSBBs whose two parts are
identical to those of other proteins are underlined. Proteins having
several patterns are indicated in italics

Types of L Pattern (series of SSBBs) Nb PDB code (position)
connection

aa 8 a+a)b+b)
2b

)a2a2a2 3 1avhA(199, 277), 3gapA (167)
8 aa)b+b2b

)a2a2a¢ 2 2scpA (113), 1csh (147)
8 a2a

)b+b2b
)a1a1a1 2 2acq (229), 1cus (67)

11 c1a2a
)a¢a)b+b2b1b

)a1a1 2 2scpA (96, 128)
8 c1b

+b)b+b)b+c1a2 2 1lgaA (179), 1l18 (272)
9 c1a2b

+b)b+a¢a2a2 2 1lgaA (185), 2cyp (184)

ab 9 b+b1c3a
)b+b2c1b

+b2 2 1mctA (177), 1omp (89)
8 b2c1b

+b2b
)b+c2b1 2 1mctA (182), 1lgaA (199)

8 b+b2b
)a2a2b

+b1b1 4 2acq (61), 8abp (154, 209), 2rslb
(23)

8 a)b+b2b
)a2a2b

+b1 4 8abp (120, 153, 208), 2rslb (22)
10 a)b+b2b

)a2a2b
+b1b1 3 8abp (153, 208), 2rslb (22)

bb 11 b2c3a¢a2b+b2b2b
)a2b

+b2b
) 2 2cyp (131), 1lgaA (133)

8 b)a2b
+b2b

)a2a1a1 3 2cyp (137), 1ppt (5, 33)
10 b)b+b)a2b

+b2b
)a2a1 2 1ppt (3, 31)

10 b)a2b
+b2b

)a1a1a1 2 2pia (236), 1trkA (256)
8 b)a2a2a2b

+b2b
)a2 2 1rdh (200), 1add (12)

10 b)a2a
)b+b2b2b2b

)a2a2 2 1rdh (206), 1bfg (90)
8 c2c2c2c3a¢a)a¢a2a1a1 2 1tndA (5), 5p21 (5)

ba 8 b+b1c2a
+b+b2b1b1 2 1gpr (88), 2stv (144)

14 b2b
)b+b)a¢a2b+b2b2c3a

)b+b1b1 2 1ast (1, 242)
11 b+b1b1 2 2aaiB (12, 214)
9 a)b+b2b2b1b2b2c3a

)b+c1 2 2aaiB (60, 100)
9 b+b)b+b2a

+b+b2b2b1 2 2por (159), 1pyaB (94)
9 b)b+c1a2a

+b+b2b2b1 2 2chsA (73), 3gapA (25)
8 b1b2a

+b+b2b2c3b
+b1 2 1cdh (25), 1hbq (114)

8 b)a2a
)b+b2c1b

+b1 2 1alkA (355), 1arb (127)
10 b)b+b2b1b

)b+b1b2 2 2aaiB (170), 1bfg (80)
10 b)a2a

+c1a2b
+b1b

)b+b1 2 2aaiB (69) 1alkA (6)
8 b2b1b2b

)a2a2b
+b2b

)a2 2 2por (99), 1tml (255)
10 a)a¢a+b+c2c2c3b

+ 2 2aaiB (112), 2acq (233)
b2c1b

+a)b+b)a2a2b
+b1b1
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code using the SSBB code. Further information could be
obtained by applying HMMs to speci®c families of
proteins, or by increasing the number of proteins. It may
be possible to build an enhanced SSBB catalog that
would permit a more detailed description of coil regions.
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